tion
ine
ing

ASA, MAAA

2022
1ZQ
°
°

?

Mach

e
-
o
>
O,
=
O
O
)
i

SEAC Fall
Oorgan
Ledrn

Aaron Schaffer,

1p




Leading Your Organization in
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Teaching Machines To Make Guesses

4 °
What is Machine camputrAgorinme T

) p Through Experience
Learnings

Predicting Future Answers Based On
Observed Patterns

Learn Things About Our World That Humans
Don’t Have The Capacity To Study
Over A Lifetime




Picture.

DBSCAN

-Means Agglomerative

K Naive Bayes
Mean-Shift

K-NN

Classification

Decision Tree

Fuzzy C-Means :,'

)
.<
=z

Logistic Regression

Euclat

Apriori ( Pattern search : G et
olynomial
FP-Growth Regression

Ridge/Lasso
Regression

DIMENSION REDUCTION
(generalization

t-SNE

CLASS|CAL
LEARNING

Random Forest

MACHINE
LEARNING

XGBoost
(LightGBM

CotBoost

AdoBoost

https:

vas3k.com/blog/machine learnin



Machine Learning Examples

K

amazon

Sponsored
it “ 19114 55°F
Homi ® 50

NRW: -- 0

+0.0004 AUTQ,

kP
Grey/Black (SDSDUNC

Standard Packaging
7.448

Let My Love Open The Door
100MB/s, C10, U1, Fu
<A 99

] Pete Townshend
1

Qv

-’ + Power of Love
amazon New SideTrak Swivel Atta ¥

Huey
for Laptop 12.5" FHD IPS Rotating DU3

» 9,358
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w hy Yo u s h ou Id New ASAs will have passed 2 exams and 1 module
E m b Yrace M I_ where the syllabus focuses primarily on

data science and machine learning.
Q@ seeimer | sorvesgratens

ASA Pathway 2022

FOUNDATIONS ACTUARIAL | ACTUARIAL I ADVANCED PROFESSIONALISM
SEMINAR

FUMDAMENTALS OF ACTUARIAL EERSuslaja lid

PRACTICE

PROFESSIONALISM COURSE

ADVANCED TOPICS IN
PREDICTIVE ANALYTICS

Exams:
Statistics for Risk Modeling (30%)
Predictive Analytics (75%)

PRE-ACTUARIAL FOUNDATIONS  ACTUARIAL SCIENCE
FOUNDATIONS

Module:
Advanced Topics in Predictive Analytics (100%)



Why You Should Embrace ML
as a Leader

Save Time

Build a framework.
Reduce time needed to
analyze data compared
to traditional methods.
High quality results.

[
-
oA®
a e

Outperform

Get the value.

ML model results from a
small team can rival the
output and efforts of a
large analytical unit.

5%

Test & Learn

Grow new areas.
Research drivers of KPIs
with a lower hurdle rate
to stand up a new team
or project.

Find an Edge

Stay relevant.
Companies are looking
for advantages using ML
while learning into best
practices and techniques



Leading Your Organization in
Machine Learning

04

How to Get

Ol 02

Overview of Why You Should

Your Team
Started

Machine Embrace ML as
Learning a Leader

Forecasts & Predictions

What is ML? +  ASA Requirements « Tools'and Applications

Big Picture - | Team Efficiencies Segmentation

- Skills and. Competencies

Data Imputation

Examples ¢ Speed to Insight * Online Resources

QOutlier Analysis
KPI Drivers

Easy to Implement » Continuing Ed




Difficulty:

Forecasts & Predictions fevances

Common Solutions for Actuarial Work

Predict Y using A,..Z,,
Claims, Utilization, Visits, Trips,
Scripts, Sales, Conditions, ...

Train & Validate

Feed in large training dataset,

refine model parameters,

control output for overfitting

Solution: LightGBM

Very accurate, runs quickly,

supports continuous and
categorical features,
parameters for multi-use
optimization

https://lightgbm.readthedocs.io/en/v3.3.3/



What Is A Gradient Boosted
Decision Tree?

leaf 0 -145.923
958.540 weight
count: 2047
6.63% of data

C210PDSC = 50.500
5001460.000 gain
-88.463 value
2031,750 weight
count: 4384
14.21% of data

A model that creates an algorithm
consisting of ensembled decision trees
to fit your data

leaf 10: -37.141
1073196 weight
count: 2337
7.57% of data

leaf 4: 65.017

yes
? 1702765 weight
count: 2825
9.15% of data
ILOR - 3.500 INFLUENC - 3.500
15270900.000 gamn 6561320.000 gain
-19.431 valne 1o 20.417 value :
S5S1410 weight i 3519670 weight ll;idﬁﬁr;n»zz t‘zlsﬂllt . o
count: 10368 comnt: 5984 = o M | t | d -t | | 1 OO
» count: 3159
35600% o dit 19358 of dat o ultiple decision trees (usually s)
g
CMYS - 4.500 B
o - are computed and then ensembled
34046600.000 gain leaf 2: -199.84 F196 A1 e
+53.425 value 1288 824 weight s A
CHANPRT = 5500 | yeg_ | 6340240 weisht count: 2403 B t th . | . t _': t
2 i count: 12861 8.08% of data i
siomow g |20 comt Utel : ogetner using a learning rate ractor
0.000 weight ESTDEB30_RC < 4000.000
count: 30860 10 — - 3126010.000 gain leaf 11: 33.905
100,000 of data [~~ey| AGE = 77.500 TSLUX < 2.500 69,341 value 1485471 weight
19164900.000 gain 6064380000 gain | yes 3651 550 weight okt
S22 kis | Jee 38.547 vabte  ——" comt: 5364 7.18% of data £777
11990.900 weight 8677.900 weight 17.45% of data Iea_ 7. 77.013
count: 17909 count: 12502 no - 1957.843 weight
58.32% of data 10.80% of data \ LWCMI1 = 0.660 CHANPRM < 4.500 coutit 1{02
6413060000 gain 6164080.000 gain 8.76% of data
o 15.853 value ves 40.598 value
4996.020 weight 3382530 weight st . .
count: 7208 count: 4852 - s
= o ate 1st tree is fit to your data based on

count: 2150
6.97% of data

RXBRAND = 7.500
6577410.000 gain

leaf 3: 79,820 leaf §:-36.022

the mean of your prediction target

127,952 value 1520.255 weight 1613.490 weight
3313.040 weight counnt: 2518 count: 2356
count: 5407 §.16% of data 7.63% of data

17.52% of data

leaf 5: 169.207

1783754 weight
count: 2589

9.36% of data



What Is A Gradient Boosted
Decision Tree?

Starting training...

[1] valid_©'s rmse: ©.408328

Training until validation scores don't improve for 5 rounds . .

[2]  valid_e's rmse: .38368 2nd tree fits to the residuals produced
[3] valid_@'s rmse: ©.373163 st

[4] valid_©'s rmse: ©.371203 by 15t tree

[5] valid_@'s rmse: ©.367234 :

el gal i o'e fpses B.5ese0s All sgbsequent trees are f|t to the
[7] valid_@'s rmse: ©.367496 residuals from the previous tree
[8] valid_@'s rmse: ©.363573

[9] valid_©'s rmse: ©.363874

[108] valid_@'s rmse: ©.364973 . .

[11]  valid_6's rmse: ©.365873 Parent nodes, child nodes, and split
[12] valid_@'s rmse: ©.364953 . .

[13]  valid_e's rmse: ©.362096 points are determined by the model
[14] valid_©'s rmse: ©.362784 . .

[15]  valid_e's rmse: ©.355469 using measures like entropy,

[16] valid_@'s rmse: ©.36013 . . .

[17]  valid 6's rmse: ©.361306 information gain, and squared errors
[18] valid_@'s rmse: ©.362816

[19] valid_@'s rmse: ©.362301

[20] valid_@'s rmse: ©.360433

Early stopping, best iteration is:
[15] valid_@'s rmse: ©.359469

\ ) J
\—Y—} | Y
Training Error measure Error
Round

Typically use a train-test dataset split

of 75% / 25%
Optional cross-validation to partition
dataset and create separate models
from each partition




What Is A Gradient Boosted
Decision Tree?

Starting training...

[1] valid_@'s rmse: ©.408328

Training until validation scores don't improve for 5 rounds

[2] valid_@'s rmse: ©.38368

3 lid_e"' : 9.373163 P

3 By gt Training rounds stop when the Test

R o Moy St residuals begin to increase rather

[7] valid_@'s rmse: ©.367496

[8] valid_@'s rmse: ©.363573 than decrease

[9] valid_©'s rmse: ©.363874

[108] valid_@'s rmse: ©.364973

[11] valid_©'s rmse: ©.365873

[12] valid_@'s rmse: ©.364953

[13]  valid @'s rmse: ©.352096 Hyperparameters are tuned to
4] __ _valid @'s rmse: 0.362784

control for overfitting balanced with

s -] .
[17]  valid_0's rmse: ©.361306 accuracy of the final model
[18] valid_@'s rmse: ©.362816
[19]  valid_@'s rmse: 0.362301
[20] valid_@'s rmse: ©.360433

Early stopping, best iteration is:
[15] valid_@'s rmse: ©.359469

\ ) J
\—Y—} | Y
Training Error measure Error
Round

Compute R?, decile chart, or AUC to

evaluate model fit
Tune the parameters and re-train to
Improve accuracy




What Is A Gradient Boosted
Decision Tree?

Starting training...

[1] valid_@'s rmse: ©.408328
Training until validation scores don't improve for 5 rounds
[2] valid_@'s rmse: ©.38368

[3] valid_@'s rmse: ©.373163 N
[4] lid_e' : 8.371203 h
(5] valide's rmse: 0367234 The concept is:
[6] valid_©'s rmse: ©.368405
[7] valid_@'s rmse: ©.367496
[8] valid_@'s rmse: ©.363573
(9] lid_e’ : ©.363874 o o
f10]  validlo's rmse: o.364573 A single treeisa ™ "
[11] valid_©'s rmse: ©.365873
[12] valid_@'s rmse: ©.364953
[13] valid_@'s rmse: ©.362096
[14] val%d_e's rmse: ©.362784
o] validors rmae: 033015 But an ensemble of numerous
[17] valid_©'s rmse: ©.361306
lid_e"' 1 9.
6] alidars rmee: 0 301 trees together produces a
[20] valid_@'s rmse: ©.360433

Early stopping, best iteration is: a n

[15] valid_@'s rmse: ©.359469

\ ) J
L“‘Y“J | Y
Training Error measure Error
Round

Questions?



Feature Importance: Shapley Values

Shqpley therfqll Prediction for Individual ‘

Shapley Values quantify marginal
Rl i contribution of a feature on the prediction...

U = smoker__yes

1 = smoker__no

...and are relative to the average of the
predicted target

363 =bm
0 = children
[l = region__northeast

0 = sex__male

Age = 63 increases
the claim prediction by $7k

[ = region__northwest 1
1 = sex__female

0 = region__southwest

E > Smoker = No decreases
the claim prediction by $3.6k

1 = region__ southeast

8000 9000 10000 11000 12000 13000
E[fiX)] =13189 25¢

Average of all Claims




Feature Importance: Shapley Values

Run the SHAP package on your model to understand impact of features on the predictions

Dependence Plot Beeswarm Plot

SHAP Value .
for Income Education Years TOTAL_MA_ALLOWED_AMT

MA_TOTAL_PREMIUM_setforward
MA_CMS_PREMIUM_setforward
CCI_SCORE

CNT_OP

CNT_TIER2_setforward

h

TOTAL_MA_EXPENSE
CNT_RX_DRUG_GRP_PAIN_T3_setforward
CNT_GENERIC_setforward

Feature value

RECON_MA_RISK_SCORE_setforward
SILVER_SNEAKERS

LIFE_SYNCH_HRA
CNT_CHEMO_DRGS_ADM
CMPL_TOT_MA_MBR_COST_SHR_AMT
ALL_TENURE_MTHS_CALC
CMPL_TOT_MA_PAID_AMT

CNT_IP

CNT_PHYS
CNT_UNIQ_PHARM_setforward

SHAP value (impact on model output)




Difficulty:
Intermediate

Segmentation

Common Solutions for Actuarial Work

Cohort Analysis

Find the most impactful
characteristics that maximize

classification value among groups

Train & Review

Feed in large training dataset,

refine model parameters,
focus on leaf credibility

Solution: LightGBM

Natively supports continuous

and categorical features,
runs quickly, parameters for

multi-use optimization

https://lightgbm.readthedocs.io/en/v3.3.3/



Outlier Analysis

Common Solutions for Actuarial Work

Anomaly Detection

Find outliers with multiple

dimensions of features

Unsupervised

Not necessary to label or
structure data, recommend high
performance PC for large datasets

Solution: Extended Isolation Forest
Finds local outliers—not just

corner cases, create anomaly

scores, refine contamination rate,

visualize results

Difficulty:
Intermediate

https:

ithub.com/sahandha/eif



MEMBER_MONTHS

12

10

-]

Outlier Analysis e

Difficulty:

Common Solutions for Actuarial Work

extended Isolation Forest

1
—o:'
1
el g

N
|

00 02 04 06 08 10 12 14 16
TOTAL_MA_ALLOWED_AMT (in millions) 1e6

Conducting a Power Analysis but
the resulting sample size was too
large...

...over 150k members required
and business would not fund that
approach...

...recommended removing
outliers to reduce population
variance and therefore reduce
required sample size significantly



Outlier Analysis

Common Solutions for Actuarial Work

Sample Size Needed to Conclude Effect

200,000 After Removing Outliers

180,000
160,000

140,000

120,000

100,000

Members

80,000

60,000

Outliers Removed

40,000

%, 0, 0, o, %o, o
[ o [ o [ [

e 95% Conf | 80% Power | All Metrics e 90% Conf | 80% Power | All Metrics

e 95% Conf | 80% Power | MA Alld + MMs

Difficulty:
Intermediate




Difficulty:
Simple

Key Influencers & Top Segments

Common Solutions for Actuarial Work

Linear & Logistic Regressions

Analyze factors that impact your
dataset, clearly understand

drivers in simple terms

KPI Drivers

Import dataset to Power BI,

choose Analyze and Explain By

variables, explore the results

Solution: Power Bl Key Influencers
Fast to implement, easy to interpret,

use categories as high-level drivers,

clean your data for outliers and

multicollinearity first




Difficulty:
Simple

Key Influencers & Top Segments

Common Solutions for Actuarial Work

Key influencers Top segments

What influences Organic_or_Non-Organic to be  Organic Buyer v 7

When... «..the likelihood of
Organic_or_Non-Organic <~ Organic_or_Non-Organic is more likely to be Organic Buyer
being Organic Buyer when Age is 19 - 39 than otherwise (on average).

increases by

70%
| Ageis19-39 5
=
@ 60%
=
c
Ageis 39 -44 1.80% % 509
o
-t
2 40%
Total Spend is 2400 or less 142% e
1=
i 30%
=
=]
Loyalty Status is Sil 1.31 = Ave
oyalty S1atus 1s silver SN E 209 :
,EI
5
: : o 10%
Loyalty Card Tenure is 1 or 123« =
less =
0%
Neighborhood Cluster-7 e iRm0 s ke
1.74x less than 45

Level is F

Age (bins)

D Only show values that are influencers



Key Influencers & Top Segments

Common Solutions for

Key influencers Top segments

Work

Actuarial

What influences Organic_or_Non-Organic to be  Non-Organic Buyer

withe likelihood of
Crganic_or_Mon-Organic
being Non-Organic Buyer
increases by

When...

I Age is more than 45

Ageis 44 - 45 1.26%
Loyalty Status is Platinum 1.74x
Total Spend is maore than .
13535.88 113
Loyalty Card Tenure is more 111x

than 11

Total Spend is 2400 -

13535.98 107

&~ Organic_or Non-Organic is more likely to be Non-Organic

Buyer when Age is more than 45 than othenwise (on average).

. 100%

5

m

a2

&

o 80%

o

c

=)

=

w o 60%

)

e Ave ccluding se 4
on

[~

0%

€

=]

=

ja

5]

o 20%

=

©

on

[

o

i 0%

19or 19-39 39-44 44-45 more
less than 45
Age (bins)

D Only show values that are influencers




Difficulty:
Simple

Key Influencers & Top Segments

Common Solutions for Actuarial Work

Key influencers Top segments

When is Organic_or_Non-Organic more likely to be  Organic Buyer LY

We found 3 segments and ranked them by % Organic_or_Non-Organic is O...

Segment 1 Segment 2 Segment 3
% Organic_or_MNon-O... 67.9% 63.0% 43.7%

Population count 788 08 542



gon\®

Key Influencers & Top Segments

Common Solutions for Actuarial Work

Gender X Geographic Regi.. =

F South East

913

[=—————1
Midlands
701

L]
North
391

/ F
I 2261 =

Count of Organic_or_... Scottish
2798 == 144

South West
56

Difficulty:
Simple

Loyalty Status

i ]
Silver
543

=S—

Gold
330

L]
Platinum
AN

&
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How to Get Your Team Started s

No Code

Power Bl Key Influencers,
XLStat, XLMiner

Discover
and Decide Code
Your Path oy wupent

LightGBM, scikit-learn, ...

Low Code

Alteryx, DataRobot,
Python & PyCaret




How to Get Your Team Started

Be An Engaged Leader

ka g gl @ & cowse

i st e el » Sign up for every ML-oriented SOA and AAA
webinar you see in your inbox

Intro to Programming .
5 Rt - A » Attend every ML session you can at SEAC and SOA
e meetings

Learn the most important language for data science.

*  Watch YouTube videos on ML subjects

Intro to Machine Learning

Learn the core ideas in machine learning, and build your first models.

Check Out Kaggle's Learn

Solve short hands-on challenges to perfect your data manipulation skills.

* Free courses that take hours, not months, to learn
concepts. It's very visual and simple to follow along

Intermediate Machine Learning

Handle missing values, non-numeric values, data leakage, and more.

5 @ B R G

Data Visualization

AT A K N T * kaggle.com/learn

Feature Engineering

Better features make better medels. Discover how to get the most out of your data.

Intro to SQL

Learn SQL for working with databases, using Google BigQuery.

Adopt the Terminology

Remind yourself and your team this is a new frontier
for actuarial work and learning to speak the language
is important just like delivering the results

https://www.kaggle.com/learn



